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SUMMARY

The problem of estimation of domain mean in the presence of nonresponse is considered when the sampling design is
two-stage and the response mechanism is assumed to follow deterministic model. In particular, three different cases of occurrence
of non-response are considered and accordingly suitable estimators based on sub-sampling of non-respondents are proposed.
Expressions for the variances of the proposed estimators are also suggested. Optimum values of sample sizes are also obtained
by considering a suitable cost function. In our empirical evaluation, the percentage reduction in the expected cost are computed

to examine the efficiency of the proposed estimators.
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1. INTRODUCTION

For large or medium scale surveys we are often
faced with the scenario that the sampling frame of
ultimate stage response units is not available and the
cost of construction of the frame is very high.
Sometimes the population elements are scattered over
a wide area resulting in a widely scattered sample.
Therefore, not only the cost of enumeration of units in
such a sample may be very high, the supervision of field
work may also be very difficult. For such situations,
two-stage or multi-stage sampling designs are very
effective. It is also the case that, in many human
surveys, information is not available from all the units
in surveys. The problem of nonresponse persists even
after call backs. The estimates obtained from
incomplete data may be biased, particularly when the
respondents differ from the non-respondents. Hansen
and Hurwitz (1946) proposed a technique for adjusting
for nonresponse to address the problem of bias. The
technique consists of selecting a sub-sample of non-
respondents. Through specialized efforts data are
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collected from the non-respondents so as to obtain an
estimate for non-responding units in the population.
Foradori (1961) studied the sub-sampling of the non-
respondents technique to estimate the population total
in two stages using unequal probability sampling.
Srinath (1971) used a different procedure for selecting
the sub-sample of respondents where the sub-sampling
procedure varied according to the nonresponse rates.

Oh and Scheuren (1983) attempted to compensate
for nonresponse by weighing adjustment. Kalton and
Karsprzyk (1986) tried the imputation technique.
Tripathi and Khare (1997) extended the sub-sampling
of non-respondents approach to multivariate case.
Okafor and Lee (2000) extended the approach to double
sampling for ratio and regression estimation. Okafor
(2001, 2005) further extended the approach in the
context of element sampling and two-phase sampling
respectively on two successive occasions. It may be
mentioned that the weighting and imputation
procedures aim at elimination of bias caused by
nonresponse. However, these procedures are based on
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certain assumptions on the response mechanism. When
these assumptions do not hold good the resulting
estimate may be seriously biased. Further, when the
nonresponse is confounded, i.e. the response probability
is dependent on the survey character, it becomes
difficult to eliminate the bias entirely. Rancourt et al.
(1994) provided a partial correction for the situation.
Hansen and Hurwitz’s sub-sampling approach although
costly, is free from any assumptions. When the bias
caused by nonresponse is serious this technique is very
effective, i.e. one does not have to go for 100 percent
response, which can be substantially more expensive.

Besides the population estimates, the estimates for
different subgroups/domains of population are often
required (Sarndal et al. 1992). In the context of
estimation of the domain parameters (mean/total),
Agrawal and Midha (2007) proposed a two phase
sampling design when the size of the domain was not
known. Sud et al. (2010) considered the problem of
estimation of finite population mean of a domain in the
presence of nonresponse when the response mechanism
follows deterministic model. Chhikara and Sud (2009)
used the sub-sampling of non-respondents approach for
estimation of population and domain totals in the
context of item nonresponse. However, the results in
both of these studies were limited to single-stage
sampling design. Again, Aditya et al. (2013) used the
sub-sampling of non-respondents approach for
estimation of domain totals under two stage sampling
design when the size of the domain is assumed
unknown. Sarndal et al. (1992) also described the case
of domain estimation when domain sizes are known.
In real life there are situations when domain sizes are
known. For example, let us consider case of crop
estimation surveys for mixed crops, where there are
more than one crops cultivated simultaneously and
interest lies in estimation of crop area. Here, domains
can be formed with respect to crops, that is, crop
domains. In this case population sizes for domains are
known. In what follows, three different cases of
estimation of the domain mean (or total) have been
considered based on three different case of occurrence
of nonresponse in two-stage sampling design. We took
an example of socio-economic survey to explain these
three cases of occurrence of nonresponse. Here,
different socio-economic classes can be considered as
a domain and surveying villages can be taken as first-
stage units and the households within the villages as
the second-stage units. There may be situation, where

some households within the selected villages do not
respond at the first attempt of data collection through
mail/postal enquiry creating a nonresponse situation in
the ssus. This situation is termed as Case 1 of
nonresponse. Under Case 2 of nonresponse, we have
considered the situation where all the persons belonging
to some of the selected villages respond at the first
attempt of data collection whereas in the remaining
selected villages some households do not responds at
the first attempt. In Case 3 we have considered the
situation where there is full response in some of the
selected villages, partial non-response in some other
selected villages and complete non-response in the
remaining selected villages. Accordingly, for these
cases, estimators of domain mean (or total) are
proposed under two-stage sampling design using sub
sampling of non-respondents technique in Section 2.
Here the response mechanism is assumed to follow
deterministic model. Also given in this section are
expressions for variance of the proposed estimators
under three cases of occurrence of nonresponse.
Besides, optimum values of sample sizes are obtained
by minimizing the expected cost for a fixed variance.
The results are empirically illustrated in Section 3.

2. THEORETICAL DEVELOPMENTS

Let the finite population U under consideration
consists of N known primary stage units (psus) labeled
1 through N. Let the i-th psu comprise M second stage
units (ssus). Let us consider a population U= (1, ..., £,
..., N) of size N partitioned into D sub-sets U,, ..., U,
..., Up (hereafter referred as domains) and let N, be the

D
size of U, (d = 1, ..., D) such that U =UUd and
d=1
D
N = ; Ng. Here, N, is assumed to be known and large.
=

We assume that a sample s of n psus is drawn from the
population under srswor sampling design. Let s, denote
the part of sample s that happens to fall in U, that is,
s;=s n U, Let us denote by n, the size of s, such

D D
that s= U S and n= ; Ny . Note that throughout this

article tﬁje 1sample size n %s fixed and known; however,
the domain sample size n, is random with E(n,) = n(N,
/'N). Here, N, is assumed known, hence the expected
value of n, is also known. Further, when the domain
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sizes are small, n, may turn out to be very small or it
may be equal to ‘0’ in some cases. In such cases small
area estimation techniques are needed for reliable
estimation at the domain level. However, we do not
consider this case of small area estimation here. Let M,
be the size of the units in each psu belonging to the d-
th domain, and from each selected psu m, ssus are
selected by srswor, and letters/mails containing
questionnaires are sent to each unit in the sample. With
the random sample of observations, the statistician’s
task is to make the best possible estimate for the
domain. Let Y aks be the value of study character
pertaining to j th ssu in the k-th psu in d-th domain,
k=1,2, =1,2,...M,d=1,2,..D. Our
objective here 1s to estlmate the domain mean which
is given as

Ng Mg

Yd :_Zizydkl or total Yd _Zzydkl .

Ng S Ma & e

Case 1. Let n psus be selected from N psus by srswor
design where 7, out of n psus fall in the d-th
domain randomly and within each selected
psu, m, ssus are also selected from M, ssus
by srswor. Let M, be divided into two groups

M diy and Mdk2 such that M diy +M dk, =M ds
it is being assumed that Mgy, comprises of

the responding group while My, comprises
the nonresponding groups. Let from a sample
m, ssus selected from M, ssus, My ssus
respond while My, ssus do not respond,
My, + My, =My. From the My,
responding ssus a sub-sample of size hy, ssus
is selected by srswor, My, =hye, fa,, £=1,
2, ..., n; Let Ym, denote the mean of the
sample from the response class in the d-th
domain while VYh,, denote the mean of the
sample for the nonresponse class, where

non-

Mk 1 h:ikz
Yy =— ) Yy Vi y
Mg My, 12:1 k and Yhg, = hd « & dij -

Theorem 2.1 An unbiased estimator of Yy is given by,

Ny

N _ _
=— z +
Vg = Ny & (mdk1 Yy Mk, Yhdkz)

Q2.1

with variance

V (V) = N(:N_gr(])’\(l Ti)_l) S+ nl:lgle_Ti) NgQqY3
St Ly e N g Mas g
nNd Z my M d nNd M amMy ke de ?
(2.2)
where,

= N, _1)2(de ~Ya)?, Ya ——szk, and

1 8o
Yo =— ) Y-
Nd =1
2 1 Md(Y V2 )2
Sk = i ~Ya) Ry =— Qd =1-Ry.
Mg -1) ,Zl
M gk, M g,

2
— , - Y.
Sv,, = (Mdkz “1) £ Z (Yo, Ml1k2 Mdk Mdkz Z ok, -

j=1

If the objective is to estimate the domain total, then
an unbiased estimator of Y, is given as,

- NMy & 1 _ =
Yyg =— Z_(mdkl)/rmkl M, Vry,)  (2.3)
:1nh
with variance
v N(N-n)(Ng -1 o2  N(N-n) > T2
V(Yy) = M +———M Ny QY
(Yia) (N -1) 4 n(N -1) aNaQqY g
N Ny Ny M M
zeﬂ—WQk Ny Dol gy, 0S5, .
n my =]
2.4)
where S@,Sﬁk,sa o, Ctc.are defined earlier.
Proof: By definition,
E(Yia)
= BEEEEs [Eﬁ D_ Z_(mdklyn'hkl Mk, Yhdk2 ED
O OWq =My
EEEEDESB—nZdl( V. +meV ED
= EbEElE, — My Yy, + Mo, Ym,, IO
N Gmy - ™0
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AN ED O ON M1 _ _ OO
=BEEE, [E5 D— de =ViEE3E,Es [ D—z— My, Yimy, Mok, Vi, IO
g O O'Na 5 My 0o
0 BN & BO _ O N &1 - =N
= E,E,E y, =VIEREgEy [(Fs G—— > —— (M, Vi, + Mk, Yimy, OO
=7 3%54 andkzzlydkgé 5O ENg &y M 2 Ymye, =
0N ™ HO _ AN & U
—EE E— Vel =VIEE3 (B4 G— ) (YOO
15 : 3DnNd glyd%g 5 BN kz=1 =
O N & _ gd - E
=F [Ezg—z dED =ViE; [Es %Td;(ydk):”j
B BNe@ OF
0 AN QD
ON ng &g D =V E2 f ) (Yl
LEhNg N kzzl *g g ONa ;1
:Vd. UN Ny Na _ O

=V, — 3 Y,
1 Ny N Zl dkﬁ

— N(N - n) ENdeVdZE ,
NG B(N-DF

Hence, V4 is an unbiased estimator of domain

mean Y. Here E, represents conditional expectation

of all possible samples of size hy, drawn from my,,
E is the conditional expectation of all possible samples EV>EsE4EsEs(Yig)

of size My, and My, respectively drawn from Mg, 3 o
= EVLEEEs DEG B_ Z (My, Yy, M, Yy, EE

and Mg, by keeping My, and My, fixed, E, refers to Ng 5 My
the conditional expectation arising out of randomness
of My, and My,, E; is the conditional expectation of = EVoEqEy [Es B— Z (deED
. . . B'Ng (=
all possible samples of size m, drawn from M, while
E, refers to the conditional expectation of all possible 0 5N B0
samples of size n, drawn from a population of size N, =EV, [k DT; (Ya OO
keeping n, fixed and E, represents the expectation B BWNdfz
arising out of randomness of n,,. 0 BN
The variance of the proposed estimator can be =& %/2 EBI‘IN g Z(ydk)
obtained as,
ON? , 1 1,0
Vio) = y y =By [ 5N~ )SE
V (Yid) =VAIE2E3E4EsEg (Vi) + ENV2EsE4EsEg (Y ) - nPNZ Ny ng Ny d%
+E EVSE4EsEg (Yig) + E1EEV4EsEs (Via) _ N(N=n)(Ng - SD
— — d
+E EoEsE V5B (Via) + ExE2E3E4EsVe (Vd) - NG (N -1)

Here V,, V,, V3, V,, Vi, V are defined similarly EEV3EL EsEg(Vig)
asE, E,, E;, E,, E, E,.

VLB, E3E4EsEg(Yag) =B EV3E, [Es E_d Z (Vak ED
(=
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_ UEN =
=BE, Vs D—;(de)]D

5 0Na &

O N2 M 1 1,8
=B 5 GS— ) (———)Sd0
VNG & my My e
ONZ2 ngN 1 1,0
=BGz ) (—~—)Sk0
1[T‘2N§Ndkz=1md Mg G

= Nd Z(E M_d)sdk'

E E,E,V,E,E, (Yig) =0

E,E,E,E,V,E, (Yig) =0 and

E1EE3E4EsVe (Yag)
O N 1
= E1E2 E3E4E5 m/e E_ z _(rrhkl ymdkl Mk, ymkz )]%
Ng & My

OO 0N g Dmdk f gt

= E,E,E.E, [E B_ —-—)ZkDDD
EEE s H1Ndkl Hﬂhdkz Mk, %ZE%
O N2 M g, N

2
=BE . 3 Bﬁ; (o, —1)3\/|dk2%

0O N?
4
= n°Ng Nd

M 0
; dky (fdk2 _1)Sadk2%

dk
n Nd Z My 2 {fdkz _1)Swdk2 .

Hence, we get the required expression as specified
in Equation (2.2). Next, we determine the optimum

values of n, m;and g, by minimising the expected cost

for a fixed variance. To achieve this, we consider the
following cost function

C=Cygng +C2dzmdk +C3dz ik, -

where,
C: Total cost.

C 14 Per unit travel and miscellaneous cost in the
d-th domain.

C,,: Cost per unit of collecting the information on
the study character in the first attempt in the
d-th domain.

C,;: Cost per unit of collecting the information by
expensive method after the first attempt failed
to collect information in the d-th domain.

The cost function considered above is suitable for
situations prevailing in mail surveys. In these surveys
the first attempt to collect information from the
respondents is made through e-mail/postal mails. Many
of the respondents may not send the required
information through mails. To collect the required
information, a sub-sample of non-respondents may be
collected for data collection by specialized effort, say,
personal interview.

The expected cost in this case is,

, n Vs Mg, My Ne Mg my8
C =E(C) :—%pmNd +C2dz - +Cyy ZLD,
N[ o Mg = M fa, 0

and the function to be optimised is given by
@=C' + MV (Yg) —Vo} » where A is the Lagrangian
multiplier. Also, V, can be determined by fixing the

coefficient of variation, say equal to 10% or 5%. To get
closed form expression of the optimum values we

:hdk2 fzd > k= 17 25 b
ko = Mo far,r 6= 1,2, ...,

. Differentiation with respect to

assume that My, N, in place of
N i.e., all psus in domain
d, we have fyq = fy,,

n,m, Aand f,y, equating the resultant derivatives to
0’ and simplifying gives the optimum values as

K _bl+‘b‘l ~4a8 , and

nopt =14 mdopt - 281
Nd N Nd M |:|
Caa ) My Sk — dosf
_ =1 ’ =1 Zl Mgy dkzﬁ
f2dopt =+ ¥ Ng [
c M g, M. S2
24 ) dky M g, [
=1 Vid 1= ]

As sample sizes are nonnegative values, thus,

b+’ -dan

28

Myopt =
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Nd M |:|
CSd ; M dky EZ Sdk Mdk2 S\2/|dk2 E
f2dopt I _1 d
M g , U
Caod % =Y Ma, Suy, O
= M d IZ:L 2 dko |:|
where,

N ENdeYdE N(Ng -1 -,

Kiz=Vo + So
dD(N 1)@ Nd(N -1)
ON QYZD N N
%*% Htdety e T
dlZd (Nl)D Ndzmd My “
N & Mg , 4
+— —(fq DSy, O
NZ & Mgmy da
_IN(Ng -
12 =
0 B:Id(N 1)%
O M, O ONgQ Y @ 1 U
&y = [Caq “JMNg klzsod NG~ _Sde
d kzl 250 00 ON-1) kZlMd a
My No )
q_[wmz 3 Ma, S,

QZ mi% 5 Moo
Cy,  _

1:22d kl Md
:_CldeZMdkz s and ¥, =0.0025x Y7,

Case 2. Let n psus be selected from N psus by simple
random sampling without replacement
(srswor) design where 7, out of » psus fall in
the d-th domain and within each selected psu,
m, ssus are also selected from M, ssus by
srswor. Let there be no nonresponse in n,,
psus and partial nonresponse in n,, psus. In

the n, , psus My ssus responds and My, ssus

do not respond, My, + My, =My. From the

My, nonresponding ssus a subsample of hy,
ssus is selected by srswor and data is collected
through specialized effort, My, =hy, fa,, &

=1, 2, ..., n,, In this context we state the
Theorem 2.2 as below:

Theorem 2.2 An unbiased estimator of Yy is given by,

N d MNod _ _ g
Yod —Td de glﬁ(”hklymdkl + My, Yhdkz)é.
(2.5)
and the variance of the estimator is
_ N(N-n)(Ng =D -, N(N —-n) =2
V = + NyQ.Y
(Vo) nNg(N “1) S nNg(N ) dQuY4q
(———)Sd
gk = My My “
NZd dk >
P z : (fdkz DS, - (2.6)
Ng g M

Here, ka, Sfd, 3\24de etc. have been defined

carlier. Note that the domain sample size 7, is a random
variable. If the objective is to estimate the domain total,
then an unbiased estimator of Y, is given as,

~  NMgOx = =1 _ _
Yog =——0) Yok + > — (M, Yy, + Mk, Y, 1
2d n g:zl dk glmd ke Y, k hdkZE
2.7
with variance
v N(N-n)(Nyg-1) >  N(N-n) G2
V(Y,y)= M _ Y
(Yaq) n(N-1) S t+ n(N -1) dNgQgYq
NNd
(———)'VI Si
kzlmd My T
NNZdM
=> (fdkz -)Sy,, - (2.8)
nkl

The various terms defined in the above expressions
are defined earlier.

Proof: By definition,

_ N d
E(V2q) = EiE,E3E4Es azemgjz Yok
d g

n2d
(mdk1 Yy + Mk, ymkz)%
=My
0 N d d  HO
=EEEE, (Fs— é.jz Yak + Z Yok
g "Na 53 = B0
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O
=B EE3E, EEs—{ Z Yk}
Ny &~ [

0 N M_ 0O
=EEE; EE4—{Zde} 0
o0 ™Ne&@ 0
0 N M_ 0O
=EE DE3_{ngk} O
O MNe @ 0O

Ny

N
=K D52 T{ Z de}D

d k=1 O
ON ng N
_ElE'__ZdeD
MNg Ng

1 N
= —;de =Yq.

Thus, V¥,qis an unbiased estimator of domain

mean Y. Here, E represents conditional expectations

of all possible samples of size hy, drawn from My,

E is the conditional expectation of all possible samples
of size m,drawn from M, E, arising out of selection
of all possible samples of size n, , and n, , from N, , and
N, ,keeping n, , and n, , fixed, E; refers to conditional
expectation arising out of randomness of n,, and n, ,
E, arising out of selection of all possible samples of
size n, drawn from N, keeping n, fixed whereas £, is
the expectation arising out of randomness of n,,.

To obtain the variance we proceed as follows:

By definition,

\ (VZd) = V1E2E3E4E5E6 (VZd) + E1 V2E3E4E5E6 (VZd)
+ E\E,V,E,E.E (Ypq)+ E\E,ESV,EE, (Yaq)
+ E\E\ESEVE (Yoq) + EVEESELESV, (Yag) -

Here, V., V,, V3, V,, Vs, V, are defined in the same
way as E,, E,, E;, E,, E, E. The expressions for the
variance have been derived in the same way as in
Case 1.

B N(N-n) Ny Q2
VIE\ELE,EE (Yoq) = nde (N-1) d¥d |

B N(N —n)(Ny _1)83
E\V,E\EEE (Yoq) = nNg(N ") d »

E\E\V;EEE (Yaq) = 0,
E1E2E3 V4E5E6 (Voq) =0,

N

EEEE, Vi (Yaa) = N2 Z( - 1) and

my My

N Nog Mdk2
nN Mdn'h

E\EEEEV, (oq) = (fa, =1) S, -

By adding the above three terms we get the
required variance of the estimator. We determine the
optimum values of n, m, and fq, by minimizing the
expected cost for a fixed variance. The relevant cost
function in this case is,

MNog MNog

C =Cgnpg +CoggMyc +Coyq ; My, +Caq ; Pak, »
=1 =1

where C, C,, C,,and C;, are same as defined earlier.
The expected cost is,

N
n 2d M n]d
E(C) = N{Cld Nag +Cog Nigmy +Cypq —1%111
"2 M gy, My @
+Cgqy Z
Mg fdk2

Consider the following function

@ = E(C) + A{V(Yaq)—Vo}, where A is the
Lagrangian multiplier. To get closed form expression
of the optimum values we assume that My, = hy, fq4,

k= 1, 2, . = hdk2 fdkz,kz 1, 2, s

n, . The optimum values are as follows:

n,, in place of My,

— ™5
r]dopt - )
K16

b, £/b,” ~4ase,

_ /Bz
and f =+ |—=
2a2 2dopt Bl .

Since positive values are relevant here so,

Myopt =

_‘bz+\/bz 428 g, = B2
mdopt D
B
where,
ON N? BNgQqYsE
K. = k. S2 d\{d Yd
15 a\l[‘l—d 1254 + Nd a (N-1) .
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"2t Mg
(———)Su 2
;md Y Nd = Mgy

N ENdeYdE N(Ng -1 >
S(N-DE NZ(N-

(20 DS,

2

O
O
O

Kig =Vo +

S

S( _IN(Ng -DH
12 =

22 T B (N-DH

O N Mdk BN, Y5
%=y 4 Nakiysly +N FNeQ¥eH
f“q 08 B(N-D 3
Nd 1 |:|
-y ——SkO
glMd 0
d M Nag O
b, = %CZd Nig +Coq Z Mdk }; MdeS«\ZAdkz
=1 d =1
Nag M g Naog Mdk ED
—Caq 2 élzsdk 0o
kzzl f 2 k—1 Mgy deED
Nag )
C2 = ~CygNog Z Mk, S, »
=]
D de N
B, = FC2qN1g +Coq Z M g, S dkz,
= =

Nag ¢, Nag Mg, » O
Bz=C3d;Mdk2D Sdk_; M ZS\AdeD and

=1 =1 =1 d |:|
V,=0.0025 x Y2,

Case 3. Let n psus be selected from N psus by srswor
design where 7, out of n psus fall in the d-th
domain randomly and within each selected
psu, m, ssus are also selected from M, ssus
by srswor. Let there be no nonresponse in n, ,
psus and partial nonresponse in 7, , psus and
complete nonresponse in the n,, psus, n, , +
Ny, +ny,=n, Inn,, psus My, units responds
and My, units do not respond, My, + My,
=my. From the My, nonresponding units a
subsample of hy, units is selected by srswor,

My, = hae fa,s 6= 1.2, ...,
sub-sample of 4, , psus is drawn out of n,,
psus and data are collected through

Ny Further a

specialized efforts on each of m ssus in the
selected 1, , psus, n,, = £, /. In this context
we state the Theorem 2.3 as below,

Theorem 2.3 An unbiased estimator of Y is given by,

N d Mg _ -
Yad —Td de glﬁ(mdklymdkl + Mk, Yy, )
haq
Ny & H
t— ) YU
e gl J (2.9)
The variance of the estimator (2.9) is given as,
= N(N-n)(Ng -1) » N(N -n) 52
Vv = + NgQyY
(Ya4) ANZ(N =) ANZ(N =) aQaYd
N Ma+Nog 1 1
—0 (—— =S + fa Z (— —)Sde
nNd O& M Mg My Mg
NN3q a2 N & Mg a2
+ 2 (faa -DS,, *—— NZ & Mdnid (fax, “DSu,, -

(2.10)

N3d
z(vdk %)’ and ¥, =3V,
Nag = Nay i1
and rest of the terms are defined earlier. If the objective
is to estimate the domain total, then an unbiased
estimator of Y, is given as,

Here § =

N3d

Nod
Yaq ——§ Ve ; (mdk1Yrmkl Mk, Yhy, )
= My
n3d - B
T y 0
PRLYE Q.11

with variance

V() =8 i
~N(N-n) E (ot N 1 1 o
a(N=1) Mg NdeYd+ ; ( Md)Mdsdk
Nag
+f3d;<———)Mdsj +NN3§Md<f ),
—; do ~DSs, . (2.12)
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The terms defined in the above expressions are
defined earlier.

Proof: By definition,

_ N
E (Vaa ) = E\E-EsE4EsEGEy o~
d

d Nog E
@lﬁz Yok + ;_(mdkl Yimgy + M, Vg, ) + o ; Y
= =

O N B0
= BB BB Es (Fg—— ydk ; Y + deDD
B NNg h3d S

Nog

7 +—Zde
2 %@
[l E N d _ Mg Mg [l
=B EE[E, B_éﬁde + ;de +;de %D
B 5N B& =i =] =

0 BN d
=B EEE, [Es D—QE Yo +

=gk [Es D—;deDD
g 9N
DN &, B
=E1|:E2B_ZdeDD
8 BNem B4
d N n Ng _
=EG—1{-2S YalO
ONa Naf@ 0
1 N
=— 3 Ya =Yg
d =

Hence, it can be seen that Y4 is an unbiased

estimator of domain mean Y;. Here, E, represents
conditional expectations of all possible samples of size
Ny, drawn from My, E, is the conditional expectation

of all possible samples of size m, drawn from M, E
refers to conditional expectation arising out of selection
of all possible samples of size &, drawn from n,, E,
arising out of selection of all possible samples of size
n, » Ny, and ny, drawn from N, ,, N, , and N, , keeping
n, » Ny, and ny, fixed, E; is the conditional expectation
arising out of randomness of n,, n,,and n, , £, arising

out of selection of all possible samples of size n, drawn

from N keeping n, fixed whereas E| is the expectation
arising out of randomness of 7,

To obtain the variance we proceed as follows,

V(Vaq) =VAE,E3E4EsE6E7 (Vaa) + BV EsE EsEeE7 (Vaa)
+E ENE EsE6E7 (Vaa) + E1E2EaV4EsEE7 (Vaq)
+E B, BB NS E6E7 (Vaa) + 1B, EsE4EV6E7 (Vaq)

+E By BEsE4EsEV7 (Vaq) -

Here, V,, V,, V3, V,, Vs, Vi, V. are defined similarly
as E, E,, E;, E,, E, E, E,. The terms in the variance
are developed in the same way as in Case 1.

_ N(N-n) Nq4 52
VIESE3E4EsEE (Vag) = N2, (N _1)Qde’
EV B EEEE (Fa) = - DNa =) o2

Vo EsE4EsEgE7 (Vaq) nNg(N—l)
E1EV3E4EsEgE7 (Yag) = 0,
E1E,EV4EsEgE7 (Y5g) = 0 and
E1E2E3E4VsE6E7 (Vag)
O N d Nog _
=B EEENs EEe—é.jz Yk +z Yok + z ydeD
g "Ne 53 =

O ON Md_ N _ nsdhsd_ |
=EEEE,Ns B—{;de +;de +—;de}
N & =1 ey &5

O N 01 10,
=B EE; %4 Bﬁ neéd |'bd 0— __DS§N3d (il
§ BN%hg  Oes N HT

2
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E1EoEsEAEsV6E7 (Yaq)
N |j\‘1d+de( 1 ) ( )
—0 — _Sdk+3d;_ _Sde'
nNd 0= My =1 0
N Nag M g 2
E,E,E;E \Y; “( fax, —1 :
1E2EsE4EsEgV7 (Vag) = Nd 1Mdmd( dky )SMdkz

Thus, by adding all the terms we obtain the
required result.

To determine the optimum values of n, m, fg, and
J34 We proceed as follows,

The cost function in this case is,

Nog

C =Cyg (Mg +hgg) +Comgmy +Cyy Z My,
=1

g
+Caq (Z Pk, +MaaMy) |
=

where, C, C, , C,,and C, , are same as defined earlier.
The expected cost is,

E(C) ——Epld Nog +Cld 3 +CyyNygmy

3d
Nada M dkl Naa M dkz Naggmy O
+Cyq Z +Cyqy z M, f +Cqy ¢ El
d dky 3d

To minimize the expected cost subject to fixed

variance consider the function @= E(C) + A{V(Yaq) —
V,}. To get closed form expression of the optimum

=hjk2 f2d|k= l, 2, s Moy

=hdk2fdk21 k=1,2, .., ny To
overcome the problem arising due to simultaneous
minimization of n, Mg oy and £, we assume that
M3y = o4/, Thus solving the above equations gives the
optimum values as,

value we assume that My,

in place of My,

Kz b, £/b,” —4ae,
Nopt = —2C, =
opt Kig Myopt 28, and
f _bS * \V t}\i 43393
2dopt — 2a3

Since positive values are relevant here, so,

—b, +\/b2 —-4a,6, and

Myopt = 28,
f _Q + \j@ 4a3e3
2o0pt — 2
a3
where,
N N BN,Q, Y28
Ky =— koS + de
N [Ma+Nag 1 N3g O
(o S5 s > (o =S
E Z M, k T Tag gl kﬁ
N & M NN
%2 (f,4 ~1)SH 3 (fag S5

+— foq ~DSh, +—2(faq —
NG &M, 120 DS T

N ENdeYdE N(Ng -1
g (N 1)@ NF(N -1)

Kig =Vp + Sod

a( _IN(Ng -3
0 ENd(N -1)

¢ M g
a, =Cyy Z 2 ﬁ\'sd S ;_Sdk
=]
¢ M gk ¢ M g
b, =Cgy Z 2 ; Sk —CaqNag ; 2 dk2
=] =]
& Mg
& = —CygNaq v z Sadkz,
=1 d
Mdkz [Naa +Nag |\/|dk2

6 = ‘ng

M

dkz
A DAL
Nada M

d
_ M g M g
a3 = HCogNyg +Cyq Z : a; : dkz’

B3 = C3¢{ Nag g dkz dkz Zl Mag ledk}

and V, = 0.0025 x Yg.

Control Case. In this case it is assumed that there is
no nonresponse and complete response
is obtained through incurring extra
cost. This case was considered for
efficiency comparison purpose. Let n
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psus be selected from N psus by srswor
design where 7, out of n psus fall in
the d-th domain and within each
selected psu, m, ssus are also selected
from M, ssus by srswor. Here, the
domain sample size n,is random
variable. Data are collected through
specialized efforts i.e. there is no
nonresponse. Then we give the
following Theorem,

Theorem 2.4. The unbiased estimator for Yy is given
as,

Yad ——g Yok (2.13)
and the variance of the estimator is,
= N(N-n)(Ng -1) » N(N —-n) =2
\ = + NygQqY
(y4d) nNg(N _1) S)d nNg(N _1) de d
N
nNd Z(md Md)Sdk. (2.14)

where S2,, S5, Qq etc. are defined earlier. If the

objective is to estimate the domain total, then an
unbiased estimator of ¥, is given as,

5 NMg N
Y4d:—d;ydk
n &

2.15)
with variance,
V() = N(Nn—(lill)g'\ll)d 1) M &S

+H M 2N Q,Y2

N ; o Mk 2.16)

The terms defined in the above expression are
defined earlier.

Proof:

_ O N M O
E(Yaa) = B1E; EEs(—Z Yo )O
o MNe& 'O

_ U
=g Dzz(T Zde)D
d k=1 U

ON ng &8

=B 3— Y.
[PNd Nqg Z de

1 N
= ;de =Yq
Nd =1
Hence Y,q is an unbiased estimator of Y. Here,

E, is conditional expectation pertaining to all possible
samples of size m, drawn from M, E, is expectation
pertaining to all possible samples of size 7, drawn from
N, keeping n, fixed and E, is the expectations arising
out of randomness of 7,,.

The variance is given as,

V (Yaa) =VAE2E3(Vag) + EV2E5(Vag) + E1EV3(Vaq)

VIE,B5(Vag) = % NgQyY?,
d
ENV2E3(Yaa) = N (:lN_zr(])l\(l ch;_)_l) S
d
B EN3(Vad) =—— Z (E M_d)sdk

For optimization the relevant cost function in this
case is,
C=C g1yt Cygmy
Here expected cost is given as,

E(C) =%(01de +CygNgy),

where, C, C,, and C;, have been defined earlier. To
obtain optimum values of » and m, we minimize the
expected cost by fixing the variance. The optimum
values are obtained in the same way as earlier.

INZ (Ng -1) .»  N?BN4Q.Y 8
S\Tg(N—nS"d ng(N =
- D
dkz_l(md Md)sdk -

Nopt =

N DNdeYdE N(Ng =1) 2

Mo H(IN-D 5 NN -
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Myopt
Ng
Cldzsgk
—_— k=1
N(Ng -1 > ENNde\?dZE 1
“Cinmy S E - Mdkz-ls"k)

We avoid negative values, therefore,

Myopt
Cld;Sjk
) N(Ng -1) ENNdeYdZE 1
Caa(— (N-1) S+ (N D E Md;Sd)

3. EMPIRICAL ILLUSTRATION

For empirical illustration, first a population of size
1000 was generated from normal distribution with mean
22 and variance 2.5 and then from this population
N =100 psus were formed by combining the adjacent
10 units and allocating them to the respective psus. The
population was divided into three domains. The first

domain is of size N, = 25 psus each of size M, = 10
ssus, the second domain is of size N, = 35 psus each
of size M, = 10 ssus and the third domain is of size N,
= 40 psus each of size M; = 10 ssus. The mean and
variance of the character under study for the first,
second and third domains are 21.90 and 4.36, 22.05 and
4.17, and 21.98 and 3.79 respectively.

From N psus a sample of n = 50 psus each of size
10 ssus are drawn using srswor. As all the domains are
of similar nature, hence, we considered different

=M dk, =5
i.e. nonresponse rate as 50% for the first domain,
Mg, =6, My, =4 in the second domain i.e.
nonresponse rate as 40% and Mg, =7, My, =3, ie.
nonresponse rate as 30% in the third domain. Further,
we used various combinations of C, , C,, and C;,. For
computing the optimum values of sample sizes, we used
CV of 5 and 10%. The percentage reduction in expected

response rate in different domains i.e. Mg

cost (%RIEC) of Vg4, Voq, Yag Over Yuq along with

optimum values of sample sizes for different
combinations of C, , C,, and C;, are given in Tables
3.1 and 3.4 for domain 1, in Tables 3.2 and 3.5 for
domain 2 and in Tables 3.3 and 3.6 for domain 3. Here,

Table 3.1. The optimum values of sample sizes (for CV of 5%) along with percentage reduction in expected cost of

Vi1, Y21, Va1 over Yyq in domain 1.

cost Control First estimator Second estimator Third estimator
(Ya1) (Y1) (Y21) (Ya1)
C11 C21 C31 n m; n m; le % RIEC n m; le % RIEC no[m le % RIEC
25 1 45 24 6 6 9 1.37 6533 | 6 8 5.21 98.71| 6 7 1.92 97.25
25 1 50 24 6 6 9 1.45 6544 | 6 7 5.48 98.77| 6 6 2.02 97.49
25 1 55 24 6 6 9 1.52 6554 | 6 7 5.75 98.82] 6 6 2.12 97.68
25 2 45 24 6 6 8 0.97 5547 | 6 6 3.68 98.27| 6 7 1.38 96.34
25 2 50 24 6 6 8 1.02 5555 | 6 6 3.87 98.36| 6 6 1.45 96.67
25 2 55 24 6 6 8 1.07 55.61 | 6 6 4.06 98.44| 6 6 1.52 96.94
30 1 45 24 7 6 9 1.37 67.10 | 6 8 5.21 98.69| 6 7 1.92 97.38
30 1 50 24 7 6 9 1.45 6723 | 6 8 5.48 98.75| 6 6 2.02 97.60
30 1 55 24 6 6 9 1.52 6735 | 6 8 5.75 98.80| 6 6 2.12 97.78
30 2 45 24 7 6 9 0.97 5829 | 6 7 3.68 98.25] 6 7 1.38 96.55
30 2 50 24 7 6 9 1.02 5839 | 6 7 3.87 98.34| 6 6 1.45 96.85
30 2 55 24 6 6 9 1.07 5847 | 6 7 4.06 98.42| 6 6 1.52 97.10
35 1 45 24 7 6 9 1.37 6840 | 6 9 5.21 98.67| 6 7 1.92 97.47
35 1 50 24 7 6 9 1.45 6855 | 6 9 5.48 98.73| 6 6 2.02 97.68
35 1 55 24 7 6 9 1.52 68.68 | 6 9 5.75 98.78| 6 6 2.12 97.85
35 2 45 24 7 6 9 0.97 60.41 | 6 8 3.68 98.24] 6 7 1.38 96.70
35 2 50 24 7 6 9 1.02 60.52 | 6 7 3.87 98.33] 6 6 1.45 96.99
35 2 55 24 7 6 9 1.07 60.61 | 6 7 4.06 98.40| 6 6 1.52 97.20
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Table 3.2. The optimum values of sample sizes (for CV of 5%) along with percentage reduction in expected cost of
V12, Y22, V2o over Yy in domain 2.
cost Control First estimator Second estimator Third estimator
(Va2) (12) (V22) (Va2)
Cr | Cn |Csy | 7 |my | 0| my | Sy % RIEC no(my|f, % RIEC no|my | fy % RIEC
25 1 (45 |30 7 (4] 7 1.05 81894 | 6 1.00 982514 | 3 3.34 97.49
25 1 50 {307 (4] 7 1.11 81964 | 6 1.06 98334 | 3 3.53 97.64
25 1 55 13016 (4] 7 1.16 82.03(4 | 6 1.11 98.40( 4 | 3 3.70 97.76
25 2 |45 |30 7 (4] 6 0.74 76.02 |4 | 5 0.71 9758 4 | 3 2.36 97.25
25 2 [50 |30 7 (4] 6 0.78 76.07 |4 |5 0.75 97.70| 4 | 3 2.49 97.42
25 2 |55 13016 (4] 6 0.82 76.11 | 4 | 5 0.78 9780 4 | 3 2.61 97.57
30 1 [45 |30 8 (4] 7 1.05 829714 |7 1.00 982514 | 3 3.34 97.35
30 1 50 | 307 (4] 7 1.11 83.05(4 | 7 1.06 98334 | 3 3.53 97.51
30 1 55 1307 (4] 7 1.16 83.12 (4 | 7 1.11 98.40( 4 | 3 3.70 97.63
30 2 |45 |30 8 [4] 7 0.74 77674 | 6 0.71 97584 | 3 2.36 97.13
30 2 [50 |30 7 (4] 7 0.78 71734 | 6 0.75 9770 4 | 3 2.49 97.30
30 2 |55 1307 (4] 7 0.82 77779 |4 | 6 0.78 97.80| 4 | 3 2.61 97.45
35 1 [45 |30 8 (4] 7 1.05 83774 | 8 1.00 982414 | 3 3.34 97.23
35 1 50 |30 8 (4] 7 1.11 83864 | 7 1.06 98.321 4 | 3 3.53 97.38
35 1 55 1307 (4] 7 1.16 83944 | 7 1.11 98.391 4 | 3 3.70 97.51
35 2 |45 |30 8 (4] 7 0.74 7892 4 | 6 0.71 97.58| 4 | 3 2.36 97.01
35 2 [50 |30 8 (4] 7 0.78 7900 [ 4 | 6 0.75 97.70| 4 | 3 2.49 97.19
35 2 [55 1307 (4] 7 0.82 7906 | 4 | 6 0.78 9780 4 | 3 2.61 97.34
Table 3.3. The optimum values of sample sizes (for CV of 5%) along with percentage reduction in expected cost of
Vi3, Vo3, Yaz over Yy3in domain 3.
cost Control First estimator Second estimator Third estimator
(Va3) (V13) (¥23) (V=3)
Cis | Cyz | Cs; no|my | | my | fy % RIEC no|my | [y % RIEC no[my |/ % RIEC
25| 1 |45 209 [ 4] 13| 09 6240 | 4 | 6 | 1.55 9741 4 | 1 | 3.00 96.42
25 1 50 20 | 8 4 13 1.02 6252 | 4 5 1.63 97.57| 4 1 3.15 96.60
25 1 55 20 | 8 4 13 1.07 62.62 | 4 5 1.71 97.70| 4 1 3.30 96.77
25 2 45 20 9 3 13 0.68 48.65 | 4 5 1.09 96.13| 4 1 2.15 96.28
25 2 50 20 8 3 13 0.72 48.73 | 4 5 1.15 96.37| 4 1 2.26 96.49
25 2 55 20 8 3 13 0.75 48.80 | 4 4 1.21 96.58| 4 1 2.37 96.66
30 1 45 201 9 4 13 0.96 65.05 | 4 6 1.55 97.40| 4 1 3.00 96.13
30 1 50 201 9 4 13 1.02 65.19 | 4 6 1.63 97.55| 4 1 3.15 96.33
30 1 55 201 9 4 13 1.07 6531 | 4 6 1.71 97.68| 4 1 3.30 96.51
30 2 45 20 9 3 13 0.68 52.57 | 4 5 1.09 96.12| 4 1 2.15 96.00
30 2 50 20 9 3 13 0.72 52.67 | 4 5 1.15 96.36| 4 1 2.26 96.22
30 2 55 20 9 3 13 0.75 52.76 | 4 5 1.21 96.57| 4 1 2.37 96.40
35 1 45 201 9 4 13 0.96 67.06 | 4 7 1.55 97.39( 4 1 3.00 95.87
35 1 50 20 1 10 | 4 13 1.02 6722 | 4 6 1.63 97.54| 4 1 3.15 96.08
35 1 55 20 1 10 | 4 13 1.07 6735 | 4 6 1.71 97.67| 4 1 3.30 96.27
35 2 45 20 9 3 13 0.68 5557 | 4 6 1.09 96.12| 4 1 2.15 95.75
35 2 50 20 | 10 3 13 0.72 55.68 | 4 5 1.15 96.36| 4 1 2.26 95.97
35 2 55 20 | 10 3 13 0.75 55.78 | 4 5 1.21 96.56| 4 1 2.37 96.17
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Table 3.4. The optimum values of sample sizes (for CV of 10%) along with percentage reduction in expected cost of

Vi1, Yo1, Yar over Yy; in domain 1.

cost Control First estimator Second estimator Third estimator
(Ya2) (Y1) (Y21) (V1)

C11 C21 C31 no| m, n m, le % RIEC n m, le % RIEC n| m le % RIEC

25 1 45 19 6 6 9 1.37 56.01 | 6 8 5.20 98.36 | 6 7 1.92 96.51
25 1 50 19 6 6 9 1.45 56.15 | 6 7 5.48 98.44 1 6 6 2.02 96.81
25 1 55 19 6 6 9 1.52 56.28 | 6 7 5.75 98.51] 6 6 2.12 97.06
25 2 45 19 6 6 8 0.97 4351 | 6 6 3.68 9781 6 7 1.38 95.36
25 2 50 19 6 6 8 1.02 43.60 | 6 6 3.87 97921 6 6 1.45 95.77
25 2 55 19 6 6 8 1.07 43.68 | 6 6 4.06 98.02] 6 6 1.52 96.12
30 1 45 19 7 6 9 1.37 5826 | 6 8 5.20 98.33] 6 7 1.92 96.68
30 1 50 19 7 6 9 1.45 5842 | 6 8 5.48 9841 1] 6 6 2.02 96.96
30 1 55 19 6 6 9 1.52 5857 | 6 8 5.75 98.48 | 6 6 2.12 97.19
30 2 45 19 7 6 9 0.97 47.08 | 6 7 3.68 97.78 |1 6 7 1.38 95.62
30 2 50 19 7 6 9 1.02 4720 | 6 7 3.87 9790 | 6 6 1.45 96.01
30 2 55 19 6 6 9 1.07 4731 | 6 7 4.06 98.00] 6 6 1.52 96.30
35 1 45 19 7 6 9 1.37 5991 | 6 9 5.20 98.31] 6 7 1.92 96.80
35 1 50 19 7 6 9 1.45 60.10 | 6 9 5.48 98.39] 6 6 2.02 97.06
35 1 55 19 7 6 9 1.52 60.26 | 6 9 5.75 98.46 | 6 6 2.12 97.28
35 2 45 19 7 6 9 0.97 4976 | 6 8 3.68 9776 | 6 7 1.38 95.81
35 2 50 19 7 6 9 1.02 4990 | 6 7 3.87 97881 6 6 1.45 96.18
35 2 55 19 7 6 9 1.07 50.03 | 6 7 4.06 97981 6 6 1.52 96.48

Table 3.5. The optimum values of sample sizes (for CV of 10%) along with percentage reduction in expected cost of
V12, Y22, Y32 over Yy, in domain 2.
cost Control First estimator Second estimator Third estimator
(Ya2) (Y12) (¥V22) (V)

Chh | €| G5 no| m, n my | /oy % RIEC n my | [y % RIEC no|m, 1, % RIEC

25 1 45 22 7 4 7 1.05 6697 | 4 6 1.00 96.81 | 4 3 3.34 95.42
25 1 50 22 7 4 7 1.11 67.10 | 4 6 1.06 96.95 | 4 3 3.53 95.69
25 1 55 22 6 4 7 1.16 6721 | 4 6 1.11 97.08 | 4 3 3.70 95.92
25 2 45 22 7 4 6 0.74 5625 | 4 5 0.71 95.58 | 4 3 2.36 94.98
25 2 50 22 7 4 6 0.78 5634 | 4 5 0.75 95.80 | 4 3 2.49 95.29
25 2 55 22 6 4 6 0.82 5642 | 4 5 0.78 9599 |4 3 2.61 95.56
30 1 45 22 8 4 7 1.05 6893 | 4 7 1.00 96.80 | 4 3 3.34 95.17
30 1 50 22 7 4 7 1.11 69.08 | 4 7 1.06 96.95 | 4 3 3.53 95.45
30 1 55 22 7 4 7 1.16 6921 | 4 7 1.11 97.07 | 4 3 3.70 95.68
30 2 45 22 8 4 7 0.74 5928 | 4 6 0.71 95.58 | 4 3 2.36 94.76
30 2 50 22 7 4 7 0.78 5939 | 4 6 0.75 95.80 | 4 3 2.49 95.08
30 2 55 22 7 4 7 0.82 5948 | 4 6 0.78 9599 |4 3 2.61 95.35
35 1 45 22 8 4 7 1.05 7039 | 4 8 1.00 96.79 | 4 3 3.34 94.94
35 1 50 22 8 4 7 1.11 70.55 | 4 7 1.06 96.94 | 4 3 3.53 95.22
35 1 55 22 7 4 7 1.16 70.70 | 4 7 1.11 97.07 | 4 3 3.70 95.46
35 2 45 22 8 4 7 0.74 61.56 | 4 6 0.71 95.59 |4 3 2.36 94.56
35 2 50 22 8 4 7 0.78 61.69 | 4 6 0.75 95.80 | 4 3 2.49 94.88
35 2 55 22 7 4 7 0.82 61.80 | 4 6 0.78 9599 |4 3 2.61 95.15
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Table 3.6. The optimum values of sample sizes (for CV of 10%) along with percentage reduction in expected cost of
Vi3, Vo3, Yazover Y3 in domain 3.
cost Control First estimator Second estimator Third estimator
(Va3) (Yi3) (V23) (¥33)

Cis|Coz| Cyz| n | my| n| m;|fy % RIEC [ n | my| [ % RIEC | n | my| [y % RIEC

25 1 45 12191 3] 13 0.96 40.03 | 3 6 1.55 959 [ 4] 1 3.00 94.28
25 1 50 121 8 3113 1.02 4022 | 3 5 1.63 9.1 [ 4| 1 3.15 94.59
25 1 55 121 8 3113 1.07 4039 | 3 5 1.71 9.3 [ 4| 1 3.30 94.84
25 2 | 45 219 ] 3|13 0.68 18.11 | 3 5 1.09 938 | 4| 1 2.15 94.07
25 2 1 50 12| 8 3113 0.72 1824 | 3 5 1.15 942 |1 4| 1 2.26 94.39
25 2 | 55 121 8 3113 0.75 1835 (3 4 1.21 945 | 4|1 2.37 94.67
30 1 45 219 ] 3|13 0.96 4427 | 3 6 1.55 959 [ 4] 1 3.00 93.83
30 1 50 219 ] 3|13 1.02 44.49 | 3 6 1.63 9.1 | 4| 1 3.15 94.15
30 1 55 12191 3] 13 1.07 44.68 | 3 6 1.71 9.3 [ 4| 1 3.30 94.43
30 2 | 45 12(10] 3|13 0.68 2437 | 3 5 1.09 93.8 [ 4| 1 2.15 93.63
30 2 1 50 219 ] 3|13 0.72 2452 | 3 5 1.15 942 | 4| 1 2.26 93.97
30 2 | 55 12191 3] 13 0.75 24.66 | 3 5 1.21 945 |1 4|1 2.37 94.26
35 1 45 12191 3] 13 0.96 4747 | 3 7 1.55 958 [ 4| 1 3.00 93.42
35 1 50 12(10] 3|13 1.02 4772 | 3 6 1.63 9.1 [ 4| 1 3.15 93.76
35 1 55 12110 3] 13 1.07 4793 | 3 6 1.71 9.3 [ 4| 1 3.30 94.05
35 2 | 45 12110 3] 13 0.68 29.14 | 3 6 1.09 93.8 [ 4] 1 2.15 93.22
35 2 150 12110 3] 13 0.72 2933 | 3 5 1.15 942 (4] 1 2.26 93.58
35 2 |55 12110 3] 13 0.75 2949 | 3 5 1.21 95 411 2.37 93.89

Tables 3.1, 3.2 and 3.3 report the results with respect
to CV of 5% and Tables 3.4, 3.5 and 3.6 for the CV of
10%. The empirical analysis is carried out using SAS
9.3 software package.

4. DISCUSSION AND CONCLUSION

A close perusal of all the results in Tables 3.1-3.6
show that in terms of the criteria of the percentage
reduction in expected cost (%RIEC), the proposed
estimators of domain mean based on sub-sampling of
the non-respondents technique for the three different
cases of occurrence of nonresponse are better than the
estimator based only on interview method of data
collection resulting in 100% response. Further, in
Tables 3.1 and 3.4 for domain 1 where we assumed the
response rate as 50%, the %RIEC increases with
increase in travel and miscellaneous cost (C,) for case
1 and 3 of nonresponse but it decreases with increase
in the same for the case 2. Tables 3.2 and 3.5 for domain
2, where we assumed the response rate as 40% and
Tables 3.3 and 3.6 for domain 3 where we assumed the

response rate as 30%, it can be seen that, the %RIEC
increases with increase in travel and miscellaneous cost
(C,,) for case 1, remains almost constant for the case
2 and decreases in case of case 3. Again from all the
Tables and for all the domains it can be seen that, for
all the cases the %RIEC decreases with increase in data
collection cost at first attempt (C,,). Again, for all the
three cases the %RIEC increases with the increase in
the cost per unit of collecting the information by
expensive method after the first attempt to obtain
information failed (Cj,) for all the three domains.
Further, the rate of increase of %RIEC is maximum, as
cost of data collection by expensive method increases,
for case 3 while in case 1 and 2, the increase in the same
is almost equal. Finally, the %RIEC is maximum for
case 1 in domain 1 followed by domain 3 and it is least
in domain 2. The %RIEC is maximum for the case 2
in domain 2 followed by domain 3 and it is least in
domain 1 while the same is maximum for the case 3 in
domain 3 followed by domain 2 and it is least in
domain 1.
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